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ABSTRACT

Security has become a primary and prevalent concern for software systems. The past decade has witnessed a tremendous increase in not only the sheer number of attacks but also the ease with which attacks can be performed on systems. In this paper we exemplify the usage of a novel technique for developing security requirements, by demonstrating each step in the technique when applied to an example usage scenario. Furthermore, this new technique also provides support for deriving testing artifacts from the specified security requirements. We believe that in order to protect a system against harm (intended or not), attention must be given to its requirements. Similar to other system properties and quality attributes, security must be considered at the requirements.

Categories and Subject Descriptors

D.2.1 [Software Engineering]: Requirements/Specifications

General Terms

Management, Documentation, Security

Keywords


1. INTRODUCTION

The need for software security, especially cyber security, is increasing in its prevalence and therefore in its importance. Cyber attacks, such as denial of service, eavesdropping, and evil twin, are more frequent, widespread and harmful than ever before. While many approaches to combat and cope with cyber security breaches have been proposed, few have allowed for highly usable and testable specification of cyber security requirements [1].

While security risks continue to evolve daily, security requirements engineering (SRE) techniques that specify the software that will be under risk struggle to cope with this evolution. As supported by [2], good requirements specifications are necessary for addressing security. Cyber security requirements would benefit tremendously from a proper SRE approach that supports them beyond specification [3].
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In this paper we lead the reader through an example usage-scenario for an online-banking system, called ROBS (Requirements for Online Banking), that demonstrates a novel approach to SRE. Our approach is called SURE (Secure and Usable Requirements Engineering); it increases the usability of security requirements specifications by supporting the derivation of testing artifacts from them.

1.1 Prior Work

Cyber security needs arise when stakeholders determine that some resource belonging to a software system, tangible (e.g. money) or intangible (e.g. confidential information), is valuable to the organization. Such resources are called assets [4, 5], and SRE is focused on the protection of these valuable assets from the requirements perspective. During previous research [1], we investigated over 30 approaches to SRE and examined in detail 12. Results from this research showed us that there is a need for a new SRE approach that supports not only the specification of security requirements, but also aids in increasing their usability during later stages of development.

2. ROBS IN DETAIL

Our example begins with Developer Dennis, who decides to use the SURE technique to specify the security requirements for the document access and sharing feature of the online banking system his company is developing. Developer Dennis is,

- Familiar with traditional RE techniques like narrative text and shall statements
- Security specifications novices
- Knowledgeable of basic understanding of security terms

The characteristics described above represent not only Developer Dennis, but also the target group of users that we aim to support with the SURE technique.

Furthermore, SURE supports a specific type of cyber security, Virtual Enterprise Security. This type of security refers to the measures an organization has in place in order to secure processes, transactions, and access to information over a network [6]. In order to increase the usability of cyber security requirements, you have to ensure that they are developed so that other artifacts can be extended, derived, and/or mapped from them. SURE aids in developing security requirements so that testing artifacts can be easily derived from them.

Below we describe the steps Developer Dennis takes in order to specify ROBS using the SURE technique; there are two main areas of support, security requirements and security testing. Figure 1 shows the overall series of steps involved in this process.
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2.1 Security Requirements

The first area Developer Dennis needs to consider is developing a security requirements specification. SURE supports this development as a three-step process that produces a variety of artifacts. Each step is influenced by each of the approaches that SURE combines CLASP [7], USeR [8], and Misuse Cases [9].

2.1.1 CLASP

From the CLASP approach SURE makes usage of the concept of activities. A CLASP Activity is like a step that is necessary for that specific project. There are 30 possible CLASP activities that SURE customizes depending on a specific project. The SURE technique provides Developer Dennis with a questionnaire that helps him determine the activities needed. Some of the CLASP activities that Developer Dennis chooses for his project are shown in Figure 2.

<table>
<thead>
<tr>
<th>Determine CLASP Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activity 1: Institute security awareness program</td>
</tr>
<tr>
<td>Activity 3: Manage certification process</td>
</tr>
<tr>
<td>Activity 6: Specify security requirements</td>
</tr>
<tr>
<td>Activity 7: Specify misuse cases</td>
</tr>
<tr>
<td>Activity 12: Research and assess security solutions</td>
</tr>
<tr>
<td>Activity 26: Identify and implement security tests</td>
</tr>
</tbody>
</table>

Figure 2. Step 1 of ROBS Scenario

At this point Developer Dennis has determined the CLASP activities necessary to successfully specify his security requirements; as mentioned, these activities will serve as a checklist for tasks that need to be accomplished. The next step is to specify the actual security requirements.

2.1.2 USeR

For this step we use the idea of refinement as a three-step process as shown in Figure 3 below.

<table>
<thead>
<tr>
<th>Specify Security Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security Statement 1 (SS1)</td>
</tr>
<tr>
<td>&quot;Documents with sensible data are handled which need to be shared&quot;</td>
</tr>
<tr>
<td>Security Need 1 (SS1-SN1)</td>
</tr>
<tr>
<td>&quot;Need to securely transport documents&quot;</td>
</tr>
<tr>
<td>Security Need 2 (SS1-SN2)</td>
</tr>
<tr>
<td>&quot;Need to securely store documents&quot;</td>
</tr>
<tr>
<td>Security Requirement 1 (SS1-SR1)</td>
</tr>
<tr>
<td>&quot;System shall enforce secure document dispatch&quot;</td>
</tr>
<tr>
<td>Security Requirement 2 (SS1-SR2)</td>
</tr>
<tr>
<td>&quot;System shall monitor secure document transmission&quot;</td>
</tr>
<tr>
<td>Security Requirement 3 (SS1-SR3)</td>
</tr>
<tr>
<td>&quot;System shall enforce secure document receipt&quot;</td>
</tr>
</tbody>
</table>

Figure 3. Step 2 of ROBS Scenario
The USeR method proposed the concept of “security statements,” which are high-level ideas of the security intensive aspects of the system. Security statements facilitate the specification of security requirements for developers, as they do not need to know details of the security aspects, nor be experts in security, to initiate the specification. One of Developer Dennis’ security statements is “documents containing sensible data need to be handled and shared”, let’s call this SS1. Figure 3 below shows the refinement process for this specific security statement.

Security statements are further refined into security needs; there can be one or more security needs per statement. In the case of SS1 some of the security needs we can refine are SN1 “need to securely transport documents” and SN2 “need to securely store documents.” The last step of the security specification is to extract security requirements from the security needs one or more security requirements can fulfill each security need.

Let’s take SN1, some of the security requirements that can be extracted from it include SR1 “system shall enforce secure document dispatch,” SR2 “system shall enforce secure document transmission,” and SR3 “system shall enforce secure document receipt.” As in traditional RE, at this stage we are not concerned with “how” each security requirement will be implemented. At the end of the security requirements specification we have a set of specifications, which have been refined from the original security statements that were inputted by the developer as well as cross-checked by both the expert and the customer. The resulting artifact for the second step in the development process is a set of security requirements that have been refined from high-level security statements.

2.1.3 Misuse Cases
The last step in the security requirements part of SURE is the specification of Misuse Cases. Misuse Cases are like traditional Use Cases except that they are created from the point of view of the attacker. SURE supports Developer Dennis in specifying situations where the system can be misused/abused through a three-step process. This three-step process is shown in Figure 4.

The first step is to state the misuse cases; again since misuse cases are derived from use cases, they are fairly easy to be stated by the developer. In the case of Developer Dennis, one of his misuse cases states “An attacker disguises himself as an access point and intercepts the login information from a system administrator. The attacker then captures a document containing sensitive information,” let’s call it MC1.

The next step is to derive possible consequences from the stated misuse cases; these consequences refer to the “worst case” scenarios that the system as a whole could face if the misuse case was to come true. This helps the stakeholders involved in evaluating early on the consequences that certain parts of the system could produce if they are not secured properly. There can be one or more consequences to each misuse case; for MC1 some of the consequences include MCC1 “Possible loss of sensitive data,” MCC2 “Attacker might gain access to information necessary to infiltrate the system further.” The last step of the misuse case specification is to determine some of the possible threats that the system could face given the stated misuse cases. We offer seven types of threats that developers can choose from, Exploits, Eavesdropping, Denial of Service, Social Engineering, Indirect Attacks, Backdoor Attacks, Direct Access Attacks. At the end of the Misuse Case Specification step we have three types of artifacts, misuse cases, misuse case consequences, and possible threats to the system.

In addition to supporting the specification of different situations where the system can be misused, Developer Dennis now also has consequences that derive from this misuse as well as possible threats that the system can encounter once deployed.

At the end of the security requirements stage, Developer Dennis has produced a variety of artifacts ranging from security requirements to possible system threats. The support that the SURE technique offers does not stop here though, it supports these artifacts into testing as we will see in the following section.

2.2 Security Testing
Developer Dennis determines that while specifying ROBS has been done successfully, he is now interested in going beyond just the specification. The second area that the SURE technique support is security testing. This support increases the usability of the security requirements artifacts produced in the first stage. During the testing stage, we make use of the different artifacts developed during the security requirements process (i.e. security requirements specification, misuse cases, and threats) in order to derive test cases from them. Below we describe and exemplify using Developer Dennis how a variety of test cases can be derived from security requirements artifacts using the SURE technique.

2.2.1 Security Requirements Test Cases
The first type of test cases that the SURE technique helps Developer Dennis derive from the security requirements artifacts are test cases that come directly from the security requirements themselves. The SURE technique requires that at least one test case (in reality more than one) be derived from each of the security requirements specified. In the case of Developer Dennis, figure 3 below shows four test cases that can be derived from the original security requirements specified.

Figure 4. Step 3 of ROBS Scenario
2.2.2 Misuse Cases Test Cases
The SURE technique also assists in deriving test cases from the specified Misuse Cases. The technique helps Developer Dennis break down the Misuse Case into smaller pieces using keywords; these smaller pieces then become individual test cases. Figure 4 shows some test cases that Developer Dennis can derive from the specified Misuse Cases during the requirements stage.

2.2.3 Threat Test Cases
The last type of test case that the SURE technique aids in deriving is threat-based test cases. We provide developers with a collection of not only possible attacks/threats but also typical test cases that are geared towards those specific threats/attacks. In the case of Developer Dennis, the SURE technique assists him in deriving the test cases shown in figure 5 from the original threats.

3. CONCLUSIONS AND FUTURE WORK
Security has become a system property that is not only sought after more than before, but also truly needed. In this paper we exemplified SURE, a new technique for specifying security requirements as well as deriving testing artifacts from them. We showed how Developer Dennis was able to, step by step, specify security requirements artifacts for his specific ROBS project. Once he had specified the security requirements, Developer Dennis was able to use SURE’s support in deriving testing artifacts from the specified security requirements.

The current state of SURE is that the technique itself is being refined and the implementation of the SURE system, which is a web-based application, is about 70% completed. Future work will include the refinement of the technique as well as completion of the implementation so that we can start the evaluation and validation; these two will be done through a task analysis as well as a comparative study to determine the benefits of SURE to the SRE community.
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